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COMPRESSION OF DATA AND ACCURACY
OF RESTORATION OF ANALOG SIGNALS

V. P. Yevdokimov |

‘\
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I. Statement of the Problem

In telemetry systems with time separation of the changels,
the choice of the interrogation frequency for the individual
channels is usually governed by a requirement for ensufing
accuracy of measurement with the most rapid changes in the sensor
signals. The excess which s thus obtained with respect to the
interrogation frequency at slower variations in the signal
decreases with the aid of data compression devices. The most
widespread of these devices are predictors and interpolators.

The criterion for the reduction of the excess in practice is
usually considered to be the ratio of the number of selections
transmitted over the communication line per unit time with cyclile
interrogation of the sensor to the average number of selectilons
per unit time at the output of the compression device {compression
coefficient) with set requirements as to the accuracy of data
restoration. The restoratlon of the shape of the analog slgnals
following reception 1is conducted using uniform sequences of
discrete responses, obtalned by using an algorithm, the reverse
algorithm of compression. The selections which turn out to be
excessive as a result of the operation of the compression device
are replaced in the estlimate whose accuracy depends upon the
threshold of the compression device. The error in the restora- !
tion of the shape of the analog signal between measurements

#¥Numbers in the right-hand margin indicate paglnation in the
foreign text.



method of approximation, the interrogation frequency, but also
the algorithm of the operaticn of the compression device, 1its

threshbldﬂand compression coefficient. !

The goal of the present paper was to determine these rela-
tionships.

In [1] it was shown that for a wide class of correlation
funetions the signal of the section-line approximation of the
shape between the regular recordings (combination of adjacent
recordings by straight lines) gives results that are practically
the same with respect to restoration error as the optimum linear
restoration. In this work, although we shall be using a data
compression device which introduces an error intoc part of the
calculations of the restored regular sequence, use is also made
of the method of section-line approximation of the shape of the

signal between recordings.

The criteriz for accuracy will be considered to be the mean
square error of restoration at the center, at the edge of the
time interval between recordings and the average over the inter-

val.

II. DModels of the silgnal, methed of calculating
errors and compression coefficients,
compression algorithms.

As models of the signal, we shall examine the normal stationary
random processes with zero average, having the following correla-

tion functions:

.| o |
1. R{1) =% expf-dltll | o HF _pp

corresponds to quiet noise, transmitted through a RC filter with

an e ffective bandpass Feff



2 2 2
2) R(1) =& exp(=at’), o = HrF_.o
corresponds to the white noise passed by a filter with a /5

Gaussian frequency characterstic and an effective band--,

These two forms were selected as the two extreme representatives

of the class of correlation functions for which analytical
caleulation &f errors is carried out in [1] (without the compression

device).

In addition, the generalized frequéency of discretization /
employed '1s equal to the ratio of the interrogation frequency Fgp
to the doubled effective width of the signal spectrum and showing
the number of interrogation points in the interval of correlation

of the process:

Calculating the errors in restoration and the coefficients
of compression were carried out with the aid of a simulation of
random processes and the above mentioned correlation function on
a digltal computer. For the process with correlation functilons
of the first type, with the aid of a recurrent algorithm,
described in [2], the long realization of the discrete random
process was formulated, the correlation between the samples
corresponding to the continuous random process with 512 interroga-
tion points in the correlation interval. For the correlation
function of the second type, the formed discrete sequence [2]
corresponded to the random process with 128 interrogation points

in the correlation interval. Obtaining random processes with

reduced ,freguencies of time discretization was accomplished

#[Translator's note: Blank in original.]



by thinning the original random seguences.,

The correspondence of the discrete random sequences obtained
to the given random processes was checked on the computer during
the basic calculation by computation of the reproduction errors
by means of a sectlon-line approximation with various interroga-
tilon frequencies without compression taken into account. Inasmuch iﬁ
as the restoration error 1z unambiguously dependent upen the form
of the correlation function, the practical coincidence obtained
for the results of simulation with the calcﬁlation carried out
in [1] for these same errors on the basis of an analytical
formula made it possible to conclude that there was a good quality
model of the process employed.

As the polynomial compression devices, we use a digital computer
to construct models of a predictor of zero order with a floating
aperture and a fan-shaped interpolator of the first order (ZOP and
IFQ), operating using the algorithms given below.

Zero QOrder Predictor

l. Reference sample Xi is transmitted.

2. Averaging of the moduli of the sample difference Xi+k
is carried out (where k= 1 initially) and the reference sample
with threshold Z.

3. If |X X,

l| is less than Z, sample Xi+k will be con-

1+k”
sidered excessive, K will increase to 1 and step 2 will be

repeated. If |Xi+k-Xi| > Z, the sample with the number i+K
will be considered reference and the step 1 will be repeated

replacing 1 by i+ k.

The horizontal straight lines which run to the right of each

important sample determine the estimates of all intermediate



samples and the points between them.

First Order Interpolator
1. A sample Xi I1s transmitted.

2., Using sampile Xi+1’

for the estimate of the sample Xi+2 is constructed by drawling
straight lines through X,, Xi41%2, Xj41-Z. ‘

3. If the sample Xj4x (where k = 2 initially) lies beneath

the estimates, we consider it to be excess.

Ap o N -
4, If QShsﬂ or &Wﬁ] is located between
points ¥iux*Z) and fxc;f-K‘:_Z/::i, we can draw a
line of the estimate for obtaining the
upper or the lower estimate of the sample (Xitk+k .|
Ifffégggﬁfgﬁ we can measure the slope
of the upper estimate for §Xi#l , extending

.. it through X; and (Xug# . ' N
5. We then increase k to unity and repeat step 3.
6. If sample Xi+k 1s greater than or equal to the upper

egtimate or less than or equal to the lower estimate we consider

it to be real and return to step 1, replacing I in i+K<1.

Straight lines connecting the transfered samples determine
the estimates of all intermediate samples and the points
betwen them.

3. Results of Calculations and
Conclusions

The results of the simulation of the signals [illegible] are
discussed below in the form of tables and graphs.

an upper Xband a lower Xh 1s constructed

/T




In calculating the mean square errcors of the restored forms

of the signal, the normalization of the calculated values are de-
rived according to the side of variation of the signal 66 (and 38).

_///._ o l/_::/ a,
fe- B g VB
- & av E A

The thresholds of the compression devices were assumed to be
equal to 1, 3, 5, and 10% of the scale §£s Ti,e.;l0.0G /
0.18, 0.3, 0.6 §).

Averaging over the interval of the error we can calculate
the approximate integrals using the formula of parabolas _ /8
over eight innts inside each interval between samples. In
this connectilon, we dld not calculate the average in the interval
of the error with r = 256 and 128 for a process with a
correlation function of the first type and with r = 64 and 32
for a process with correlation function of the second type.

In Tables 1, 2, 3, and 4 we have presented the results of
the calculation of the mean sguare errors of restoration in the
middle of the interval-—EO_S,
E and at the edge of the interval--E as a function of the

av edge
frequency of interrogation and the threshold of the compression

the average over the interval--

device. For convenlence in comparison, these same tables show
the values of the errors in the absence of a compression device
(the error at the edge of the interval is equal to zero).

By means of these tables, we have plotted the relationships
between the errors at the center and at the edge of the interval
between samples on the frequency of interrogation at the
threshold as a parameter shown in Figures 1, 2, 3, and 4.



The representation of errors EO 5 and Eedge in these
figures shows a general law: a&as the fregquency of interrogation
increases the mean square error at the edge and distance at the

center of the interval tend toward the same limit.

It 1s interesting to note that for a process with a Gaussian
frequency characteristic (second type), with functioning of the
predictor, the errors tend with an increase in r tc a value
27/¥12, shown in Figure 2 and Pigure 3 by a dashed line, correspond-
ing to the mean square deviaticon of the distributionof the error
probability in the interval +Z. However for the interpolator the
limit is the ‘threshold value of Z. Inasmuch as we know the
maximum value of Z for the error at the edge of the interval, we
can see that the mean square value of this error tends toward a
maximum error as r increases. The distribution of the probability
of the error then clearly develops into a discrete distribution
with identical values P = 0.5 at the edges of the interval + Z.

. The errors in the middle of the intervals begin to behave /9

similarly.

For a process of correlation funetion of the first type, the

limit of errors EO 5 and E are greater than the mean square

edge
value of the uniform distribution but less than the maximum value

Z.

The errors in restoration E and Eav for the correlation

0.5
function of the second form on any threshold have a minimum

corresponding to some interrogation frequency.

It is interesting to note that the same assumption regarding
the error in excess samples {threshold Z) in the case of an
interpolator, leads to an error which is approximately twilce zs

great in E0 5 than for the predictor.



Figures 5 and 6 show the relationships of errors EO.S on the
threshold with an interrogation frequency as a parameter. The
characteristic feature of these graphs is the practically linear
dependence of the errors upon the threshold value, especially
clearly evident for a process with a Gaussian form of the

spectrun.

Tables 5 and 6 show the results of a calculation of co-
efficients of compression for various thresholds and interroga-
tion frequencies. In these calculations, the procedure informa-
tion was not taken into account. At low thresholds, the
coefficients of compression are small even with high interrogation
frequencies. As the interrogation frequency increases with V> 3%
the coefficient of compression incecreases sharply. The tables alsc
show the practically linear change in the coefficient of compres-
sion with increase in threshold for each interrogation frequency.
This relationship may turn out to be useful in calculating the
buffer memory 1in transmission systems that use a compression

device.

In Table 7, we have displayed the results of a comparison of
coefficients of compression obtained when using a predictor of the
zero order, a device with a variable and adjustable interroga- /10
tion frequency, a zero-order interpolator with given requirements
as to mean square errcr in the middle of the interval, calculated
on the basisof the graph provided, and the tables for the second
type of correlation function. For a predictor and interpoclator,
we have examined the cases of the variable thresholds for
retentiocn of the constant error of value with a change in interroga-
tion frequency and a fixed threshold at which the error is
always less than a glven value. The table shows the undesirability
of establishing the threshold due to the low gain with respect

to compression.



At all interrogation frequencies, the interpolator 1s
approximately 1-1/2 times more efficlent than a device with a
variable interrogation frequency at 1.5 to 3 times more effective
than a predictor (the gain is increased with increasing interroga-
tion frequency). A device with variable frequency gives a gain in
comparison with the predictor only with an Increase in the

interrogation frequency.

A1l of the results shown indicate that significant compression
coefficients can be expected only at high threshcld values rela-
tive to the scale of change in signal or with high interrogation
frequencies. This indicates that the nonstationary nature of the
signals, which leads toa relative increase 1In threshold, can
lead to a much greater compression coefficient than nonstationary
conditions expressed in a change in the width of the signal spec-

trum.
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